








and that the use of automation to populate the SAR form “is legally consistent” with the OCC’s
requirements. Google Cloud views these kinds of clearsignals of regulatory intent to be critically
important inasmuch as they provide increased guidance and clarity regarding regulatory expectations.

Google Cloud believes there are also other tools in the regulator’s toolkit that can reduce ambiguity
that would otherwise chill adoption of technologies capable of increasing the safety and soundness
of the financial system and enhancing compliance.

First, given the pace of AI/ML innovation, it is essential for regulators to stay well-informed of
technological developments and to incorporate the expertise of technology providers into regulatory
processes. Frequent reviews and requests for feedback, like this RFL, are useful. Similar approaches
could be applied to other aspects of regulation thatsignificantly impact technology adoption.

One example of this is the guidance that the Federal Financial Institutions Examination Council
(FFIEC) issues in relation to cloud computing. Google Cloud strongly supports the FFIEC’s efforts
to update the Information Technology Handbook to more clearly address cloud and adapt
traditional rules of outsourcing and risk managementto cloud. We believe, however, that this would
be most effectively done through a process that secks formal engagement around contemplated
guidance and provides opportunity for review and comment. Cross-agency coordination and
working groups can help facilitate this objective.

Second, industry standards and best practices can serve as a helpful baseline for regulatory
expectations and guidance. Even though many in the financial services industry are in catly stages
of their AI/ML adoption, facilitating the developmentof standatrds as has been done in other areas,
including around cybersecurity, would be good policy. Formal nods by regulators regarding industry
standards, and certifications, or key best practices, could help provide clarity and positive incentives
to market participants in their technology adoption journeys. These etforts should also retain
tlexibility to incorporate new standards as they are developed or as existing standards evolve.

Third, pilots and controlled testing environments for certain regtech applications, including around
AML/CFT, can help advance regulators understand and market adoption of AI/ML technologics
Given the increasing role technology plays in our financial system, it is important that regulation
recognizes the benefits of iteration, testing and measuring empirical outcomes. It is only through
such testing that regulated entitics and the regulator can determine whether new tools can drive
better compliance, customer, and market outcomes.

Finally, Google Cloud remains supportive of continued etforts by regulators to capacity-build,
including through hackathons, internal pilots and innovation competitions. Google Cloud
commends agencies involved in this RFT for their leading roles in developing innovation programs
and offices, and believes that further build-out of these efforts can enhance regulatory












V. Model Risk Management

While the Federal Reserve’s Model Risk Management (MRM) Guidance was developed before thete
was meaningful use of AI/ML-based models in the financial services industry, many of the
high-level principles of the MRM Guidance remain largely applicable and useful even today. That
said, the fact that the MRM Guidance does not speak specifically to the AI/ML context may raise
some challenges in terms of uncertainty that threaten to impede progress in the development and
adoption of Al/ML-based models by the industry. Absentclatity in these citcumstances, and with
heavy consequences of failing to meet regulatory requirements and expectations, financial services
institutions may be incentivized to take overly conservative approaches that could result in longer
times to production or in initiatives being taken off the table.

At the same time, any effort to create clarity through prescriptive rules that are frozen in time is
bound to be ineffective, particulatly given the pace of technological change in the AI/ML space.
Finding a way to lower regulatory uncertainty without creating new regulatory blockers in the form
of prescriptive, and quickly-outdated, requirementsis, and will continue to be, a central challenge for
market participants and regulators alike.

A number of approaches may help to meet the challenge:

® First, the Financial Regulators should explore the full range of tools in their toolkit; some
may be better suited to encouraging responsible innovation than others. For example, as
discussed above in Section 11, clear signals of regulatoryintent to encourage innovation may
be helptul for both market participants and stakeholders within the regulatory community
(e.g, examiners). Similatly, because blockers to innovation are often found not in regulations
per se, but in their application (including uncertainty about their application) creating
controlled testing environments, safe harbors, or spaces for deployment of approved pilots
that market participants could avail themselves of in order to work with regulators in an
iterative fashion to determine how regulations should apply in new contexts.

® Sccond, it will be important that guidance and regulatory expectations on Al/ML-based
models recognize the benefits of iteration, testingand measuring empirical outcomes, and
strategic incorporation of domain understanding askey to realizing improved outcomes,
consistent with the safety and soundness of the financial system.

®  Risk Mitigation: Risks regarding safety and soundness can potentially be mitigated or
reduced through approaches such as the following (which are not intended as a
comprehensive listing). If used, each of these approacheswould need to be tailored
to the particular context.



o Upfront testing to ensure performance is repeatable and robust from
historical testing to production use (c.g;, model doesn’t only perform well in
backtest but also translates to production usc).

o Consistent monitoring of key metrics to detect signs of abnormal model
performance, ot model performance degradation (e.g., model performance
may decline for a certain risk typology over time).

o0 Production roll-out schedules that test model performance on small
representative slices (e.g, a subset of the population that is representative of
the characteristics of the overall population), expandingto greater slices as
great confidence is built in performance (e.g., rollout to 1% of business,
expand to5%, etc). Considerations on the specifics of the rollout schedule
may vary based on the use case and context

©  Human-in-the-loop reviews for low confidence predictions, and to gather
teedback to improve model performance (e.g., Fraud analyst confirming a
prediction about fraud).

o Fall back options. For example, if a new model’s performance starts to
quickly degrade, a previous version of the model canbe quickly swapped
back into the production traffic.

o Remediation plans for big identified issues (e.g, performance issue on a
particular risk typology). An investigation could be kicked off to create an
update to fix the issue and then go through the iteration loop outlined in the
bullets above.

Rapid Iteration: With safety and soundness risk mitigations in place, financial
institutions can embrace the benefits of rapid iteration. AT/ML-based models ate not
static, they can be thought of as systems that constantly improve and change to meet
the requitements. Thus, prioritization should be on testing and measuting
improvements. Speed of iteration with robust measurementcan lead to greater
exploration of the problem space, which can lead to better solutions and ultimately a
more robust and stable system. In fact, speed of iteration can be one of the most
important aspects of ensuring safety and soundness of the financial systems in
tinancial services, especially in changing or adversarial problem spaces. For example,
traud patterns are constantly changing, and financial institutions’ ability to quickly
adopt and protect customers may be dependent on the ability to quickly test, validate,
and roll out new approaches to better detect the new risk patterns. This adaptation to
new patterns is one of AI/ML systems greatest strengthsbut is dependent on the



ability to move quickly where necessary (consistent with safety and soundness
principles)

®  Dowmain Understanding: The safety and soundness risk mitigation, and rapid iteration

focuses are not substitutes for domain understanding. Domain understanding is
important in all phases, including in the model building phase (e.g., deep
understanding of fraud typologies to inform an effective system for detecting fraud).
A key focus should be on ensuring that domain understanding drives the
development of the hypotheses that can be tested and validated to prove robustness.
Domain understanding can also be used to validate or enhance how the models
adapt to new patterns and/ot populations. For example, a ML technique called
Active Learning could be used to suggest new types of fraud for a fraud investigator
to review. If the fraud investigator confirms thenew type of fraud, that can be fed
back into the AI/ML system as a new label so the system can quickly adapt
over-time (this can be used in combination with other techniques that can help
identify new patterns prior to having labels). This dynamic feedback loop with
domain experts is a core part of robust ML systems over-time.

V1. Supporting Community Institutions

One of the most important aspects of cloud technologyis its ability to help smaller financial
institutions innovate, compete, and better serve their customers. Cloud helps to create a base layer
technology stack upon which smaller institutions can build scalable business solutions and
incorporate leading software and machine learning tools traditionally available only to larger
competitors with large data science teams. Similarly, many low- and no-code cloud solutions like
Document Al make the benefits of Al accessible tosmaller banks. Open cloud-based platforms can
also help smaller institutions reconfigure their internal systems away from legacy “walled-garden”
designs that can box-in an institution’s ability to innovate and help avoid vendor lock-in.

In otder to facilitate smaller institution adoption of promising AI/ML technologies there are a few
steps that regulators can take to help level the playing field relative to large financial institutions.

First, smaller institutions and community banks may be even more sensitive to regulatory
uncertainty than larger institutions. Smaller institutions may lack the means -- in terms of time,
money, and resources -- to divine regulatory attitudes and requirements. Continued, clear expression
of regulator receptivity to bank adoption of new technologieswill be particularly important for these
institutions.

The development and recognition of industry standardsand best practices could further reduce

uncertainty around technology adoption and respective responsibilities. More specifically, clear
playbooks that establish an accepted standard of care when it comes to incorporating, managing, and
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